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Abstract: Visual question answering (VQA) is a multi-disciplinary task. The main aim of VQA system is to provide natural language 

answer to an open-ended question about a given image. This task involves both image understanding and natural language 

processing. In order to provide answer to the question, VQA system performs image classification, object detection and reasoning 

over the image. In most of the works, feature extraction of the image and the question is done in order to provide appropriate results. 

Convolution neural network (CNN) and Recurrent Neural Network (RNN) are utilized in a VQA system. This paper provides a 

brief survey of various research carried out so far in this field. This paper also discusses the existing datasets, feature extraction 

methodologies and evaluation metrics used in this system. 

 

Index Terms - Visual Question Answering, Convolutional Neural Network, Recurrent Neural Network, Image classification, 

Feature Extraction. 

I. INTRODUCTION 

 

     The latest advancement in the field of Artificial Intelligence (AI) has been making the lives of people much easier. Today, 

most of the human work is carried out by robots. The introduction of Visual Question Answering task has given birth to a renewed 

excitement in the field of multi-disciplinary AI research problems. Visual Question Answering is one of the most interesting tasks 

that has attracted the attention of many researchers. It is a free- form and open-ended AI task. Visual Question Answering (VQA) is 

a multi-disciplinary AI research problem that requires both image understanding and natural language processing. This research 

problem introduction is a breakthrough towards introducing more “AI complete” tasks. "AI complete" tasks require multiple domain 

knowledge beyond a single sub domain knowledge and have a well-defined evaluation metric. 

Visual Question Answering can be defined as a system that takes an image and a free-form, open-ended natural language question 

about the image as input and provides a natural language answer as the output. This natural language answering process requires 

various capabilities such as object recognition (“How many people are there?”), activity recognition (“Are they playing?”), scene 

recognition (“What is the weather in the image?”), attribute classification (“What is the shape of box in the image?”), knowledge-

based reasoning and common-sense reasoning to answer questions that require additional information other than that available from 

the image.  

 

A basic VQA system involves the extraction of image features and question features through Convolution Neural Network (CNN) 

and Recurrent Neural Network (RNN) and then combining those features to generate an answer. Most of the VQA systems treat 

answer generation as a classification problem. Currently, the VQA systems are trained well to answer counting-based and object 

detection-based questions. Attention-based VQA systems were introduced to provide accurate answers. These systems only focus on 

a specific part of the image to answer the natural language question asked about the image. But these systems are far behind when 

reasoning and knowledge-based answering of the question is required. Also, the same model provides different answers to different 

users. A possible reason behind this is the irrelevance of question to the image present. Most of the VQA systems when asked 

irrelevant questions, provide an answer based on their trained features. Question relevance and knowledge-based VQA are possible 

areas where there is a need for development. 
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Fig. 1. Visual Question Answering System 

 

Figure 1 provides a general idea of the Visual Question Answering System. Here, as shown in Figure 1, the VQA system obtains 

an image and an open-ended question related  to the image as inputs and provides a natural language answer as output. 

Many datasets have been introduced in the past few years  to solve the VQA research problems. Some of the widely used datasets 

such as DAQUAR [23], VQA v1 and v2 [14], VizWiz [22], etc. have become prominent. VQA is a challenging task. It involves the 

proper extraction of both the image and text features. Much research work has been published in this area in the last few years. 

 

II. LITERATURE REVIEW  

Computer Vision and Natural Language Processing have gained a lot of recognition and development in recent years. With the 

growing interest in the field of computer vision, there is increasing research work in the area of image understanding. Similarly, there 

is progress in Natural Language Processing side. Visual Question Answering is a combination of these two research areas. VQA can 

be termed as a multi–disciplinary field in which the system requires to gain image understanding as well as language understanding 

to provide appropriate results. The open-ended natural language output depends on the input image as well as the input question. 

Malinowski et al. [20] proposed the first VQA approach. The authors proposed to process questions through semantic parsing and 

obtain answers through Bayesian Reasoning. They built their dataset on top of the NYU-Depth V2 dataset. After collecting the images, 

the authors created question-answer pairs for the NYU dataset. The VQA dataset created from  the NYU-Depth V2 dataset was very 

small in size. 

A general VQA approach was proposed by Parikh et al. [14]. In this approach, the authors proposed to extract the image features 

using CNN and encode questions using Long Short Term Memory (LSTM). They treated VQA as a clas- sification system in which 

the extracted image and question features were combined and passed through a multi-layer perceptron to obtain the results. To fuse 

the question and the image features, Hadamard Product [56] of their vectors was used. Some of the common methods of combining 

image and question features include concatenation, elementwise product or elementwise sum. In the early-stage for combining 

question and image features these linear pooling methods were utilized. Later on, some of the bilinear pooling methods were proposed 

such as MCB [40], MLB [41], MFB [42] and MLPB [43] that have been shown to be much more effective than the linear pooling 

methods. 

Malinowski et al. [44] have also proposed a CNN-LSTM based approach. In this approach, the author proposed to combine CNN 

features with LSTM features into an end-to-end architecture to predict the correct answer for the given question and the image. A large 

number of algorithms have been proposed in this research area. All these algorithms consist of image feature extraction, question 

feature extraction, and  an algorithm to combine these features to obtain appropriate results. 

Image feature extraction was performed using CNN algorithms. Various CNN architectures such as VGGNet [18], ResNet [46], 

Faster-RCNN [47], GoogleNet [45], etc. were utilized for this task. Similarly, for the question embedding task, RNN (LSTM and 

Gated Recurrent Unit (GRU)) was preferred by most of the researchers. Some of the researchers such as Antol et al. [20] utilized the 

idea of creating a Bag  of Words(BoW) with the top 1000 words in the questions from the dataset. They have also considered strong 

co-relation between the words that start a question and the answer. Kafle et al. [48] proposed “answer type prediction”. In this 

approach, they took advantage of the fact that the type of the answer   can be predicted based on the question. This made the VQA 

problem a multiple choice one. In this research work, ResNet was used to extract the image features and skip-through vectors were 

used to represent the question feature. 

Most of these research works published in the field of VQA make use of global image features to answer questions. This may 

result in limiting the capacity of systems to answer questions about the local image regions. For example, the question, ”What is 

located on the right of the chair?” requires a system to identify a chair and look on the right of the chair to answer this question 

correctly. As a result, recent VQA approaches have introduced the visual attention mechanism into them by learning attention-based 

image features for a given question and then performing multi-modal feature integration to obtain accurate answers [1]. 

The attention mechanism has already been utilized in the task of image captioning, object detection, etc. Visual attention focuses 

on “where to look” to provide accurate results. Chen et al. [49] introduced an attention mechanism based on deep learning architecture 

for VQA. They proposed an Attention- based Configurable Convolutional Neural Network (ABC- CNN). Since different questions 

focus on different regions of the image, the attention mechanism implemented in their research work was question-guided. ABC- 

CNN [49] determined the attention regions by finding the corresponding visual features in the visual feature maps using a 

“configurable convolution” operation. Yang et al. [50] proposed a “stacked attention network”. In this research work, the authors 

proposed a multi-layer Stacked Attention Network (SAN) in which they query an image multiple times to obtain appropriate answers. 

Here, the image features were extracted through VGGNet architecture and the question features through LSTM/GRU. These features 

were then passed through a single-layer neural network. To generate the attention distribution over the regions of an image, a softmax 
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function was used. Depending upon the attention distribution, the weighted sum of the image vectors was calculated from each region 

and then combined with the question vector to enhance and update the query for obtaining a relevant answer. 

In the work by Gao et al. [2], the authors proposed “question-led object attention for visual question answering”. In this research 

work, the image and question features were passed through a single-layer perceptron and then a softmax function was applied to it 

to generate the attention distribution. Here, instead of using LSTM or GRU to encode a question, the authors used a convolution unit 

with a local “receptive field” and ”shared weights” to capture the semantics information    of the question. In this work, the answer 

was treated as a multi-class classification problem. The authors observed that the model gave lower results for number-based  

questions. The possible cause  of  this  according  to  the  authors  was  the consideration of only objects present in the image while 

performing question-led object attention without considering the relationship between those objects. 

Along with the visual content, VQA also needs to under-stand the semantics of the question. Therefore, it was later proposed that 

along with visual attention, textual  attention also needs to be studied. Lu et al. [13] proposed co-attention- based framework. In this 

work, the authors proposed that ”what words to listen” is equally important to ”where  to  look” [13]. The model proposed by authors 

performed question feature extraction hierarchically (word level, phrase  level,  and question-level) using a novel one-dimensional 

convolution neural network. Using this model, the authors also presented two approaches of co-attention mechanism i.e., parallel co- 

attention and alternative co-attention. 

In the work by Peng et al. [11] the authors proposed a “word to region attention model for visual question answering”. Here, the 

authors challenged other attention-based models [50], by proposing that only some important keywords in the query question were 

involved in identifying the relevant image regions to answer the question. Compared to previous work [13], here the authors proposed 

to generate a ”word map” to highlight core words and extract important information from the question. They utilized Faster- RCNN 

with Resnet  to extract image features and RNNs to represent question features. In this work, the authors used local object regions of 

the image instead global image regions. The authors observed that this model provided good accuracy when the questions were 

straight-forward and  about  an  object  in  the  image,  but performed poorly for complicated questions or questions having lots of 

nouns. In the work by Nam et al. [52] the authors proposed “dual attention networks”. According to the authors, that DANs (Dual 

Attention Network) focuses on specific regions in the image and text. To capture essential information from the visual and textual 

features, it performs multiple reasoning steps. 

In the work by Shi et al. [53] the authors proposed “question type guided attention in VQA”. Here, the model used the 

information ”question type” to guide the visual feature extraction process. This reduced the search space for answers. Inspired by 

their work, Yang et al. [12] proposed a co-attention mechanism with a question type-based combined model. 

In the work by Yu et al. [1], the authors proposed a “deep-modular co-attention networks-based” model to perform visual question 

answering. Here, the authors focused on the dense interaction between the question word and image regions [1]. To understand the 

relationships among these question and image features, the authors proposed a dense co-attention model. Here the authors designed 

two general attention units: a self-attention (SA) unit and a guided-attention (GA) unit. The SA unit helped model the dense interaction 

between word- to-word or region-to-region. The GA unit helped model the dense interactions between word-to-region. After that, by 

the modular composition of the SA and GA units, the authors obtained different Modular Co-Attention (MCA) layers, which were 

cascaded in depth. Finally, they proposed a deep Modular Co-Attention Network (MCAN) which consisted of cascaded MCA layers 

[1]. 

VQA systems are mostly trained to answer questions that are present in the images. Some of the open-ended questions asked 

by humans often require external knowledge to answer them. This gave a rise to External Knowledge-based Visual Question 

Answering. 

Wu et al. [54] introduced external knowledge-based  Visual Question answering. In this research work, the authors  combined the 

image description with external knowledge to provide an answer to a question about the image. The external knowledge base that the 

authors utilized in this research work was DBpedia [23]. First, a CNN was used to obtain attributes of the image. Image captions 

were later generated based on these attributes using a state of art-based image captioning model. Then, these detected attributes were 

used to extract relevant information from the KB (Knowledge Base). Later the captions, attributes, and the KB information were 

passed into an LSTM which was trained to obtain appropriate ground- truth answers. 

Wang et al. [15] claimed that the conventional  LSTM  based approach for answer generation does not provide an appropriate 

explanation of how they arrived at a particular answer. So, the authors proposed the “Ahab” approach. This was based on reasoning 

about  the  content  of  the  images.  To provide appropriate answers to the questions, the relevant information from the images was 

obtained. This relevant information included image scenes, objects in the image, and image attributes. They were extracted using 

Faster-RCNN, VGGNet- 16, etc. Later this information was linked with appropriate external information. This information was then 

stored in  RDF (Resource Description Framework) triples format. The question was first converted  into  a  form  that  can  be  used 

to query the RDBMS. The questions were parsed by a set  of regex and then connected to appropriate slot phrases. To obtain an 

answer to the question, equivalence between the slot phrases and entities in the graph was used. Similarly, they also introduced 

FVQA [17] dataset which primarily contained image-question-answer- supporting facts tuples. 

Another work by, Schwing et  al.  [5]  was  developed  on the FVQA dataset. In contrast to the previous work by [15]  and [17], 

here the authors tried to eliminate the errors due to synonyms, homographs, and incorrect prediction of visual concept type and 

answer type [51]. 

In the work by Shah et al. [3], the authors proposed “knowledge aware visual question answering”. In the proposed methodology 

the authors first performed visual entity linking which for them was face identification. The identification of the face was then 

followed by linking the face data with Wiki- data. After this, the visual question answering task involved obtaining relevant facts 

from KG (Knowledge Graphs), reasoning over them, and learning to answer questions. The authors used the memory network as one 

of their baselines for KVQA. First visual entity linking was done, then fetching facts from KGs, then each knowledge and the spatial 

fact was fed to a Bi- LSTM (Bi-Directional LSTM) to get corresponding memory embeddings. Then, at last, the sum of output 

representation  ’o’ and the question ’q’ were fed to a multi-layer perceptron. Presently, the KVQA dataset is limited to persons. 
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In the work by Mishra et al. [55], the authors proposed a VQA system that can read. They published the OCR-VQA  dataset. 

They proposed a novel methodology of answering the question by reading text in images. 

Along with this some of the researchers also explored other areas in VQA. In the paper “Why Does a Visual Question Have Different 

Answers? “by Bhattacharya et al. [4] the authors presented reasons why a VQA system might answer different answers to different 

users. They listed 6 different reasons why a visual question is unanswerable. Question relevance is also one of the important issues in 

the field of Visual Question Answering. 

In the work by Toor et al. [5], the authors proposed Question action relevance and editing for visual question answering. The authors 

here focused on “action-verb”. In this work, the authors obtained the action-verb using a pre-trained image caption model 

(NeuralTalk2 [59]) that utilized the fundamental (Res-Net50 CNN) as a visual feature extractor. They proposed to identify irrelevant 

questions and edit them. In this work, the authors worked on action-based question editing. In another work by Ray et al. [6], the 

authors proposed identification of a question as visual or non-visual by applying LSTM and Rule- based methodology on POS (Part 

of Speech) tags associated with the questions. Later the question relevance identification was done based on the object present in 

the image. 

Along with these developments in the field of VQA, Acharya et al. [7] proposed “Tally VQA”  to answer complex counting 

questions. In this work, the authors performed question feature extraction using –one-layer GRU. For the foreground patches, the 

authors used Faster R-CNN. For the background patches, the authors extracted ResNet-152 features from the entire image before the 

last pooling layer and then applied average pooling over these features.The outputs of these networks were then concatenated and 

passed to one hidden layer with 1024 units and ReLU activation. The authors have pointed out the need for an intelligent pruning 

method. VQA systems are becoming very prominent these days as they are helpful in the field of image retrieval. They are helpful in 

assisting blind people to understand the environment around them. Many field-specific VQA models have also been developed such 

as DocVQA [32] for document-based images, RecipeQA [33] for cooking recipe-based images, Visual Ques- tion Answering for 

Cultural Heritage [34] and VQA-Med [35] for medical images. 

 

 

III. DATASET  AND EVALUATION 

Several datasets have been published for the visual question answering system. These datasets contain images, questions associated 

with the image, and correct answers to those questions. These datasets also contain some additional annotations associated with the 

image. 

DAQUAR [20] which stands for Dataset for Question Answering on Real-world images is the very first dataset published in this 

field. This is the smallest dataset in this research area. It consists of approximately 1449 images (795 training and 654 testing images). 

It takes images from the NYU Depth V2 dataset [61]. All the images in this dataset are indoor images. It consists of only 6795 training 

and 5673 testings QA pairs based on images [26]. 

 

Fig. 2. Sample Image from NYU-Depth v2 Dataset [61] 

 

Image 5: Question: How many chairs are on the right side of the table in the image5? Correct Answer:3. 

Figure 2 provides a sample of the image and question- answer pair are obtained from the DAQUAR [20] dataset. 

 

Another dataset that was released in the year 2015 was COCO-QA [27]. The images in the dataset were obtained from MS-COCO 

dataset [21]. COCO-QA dataset consists of object, number, color, and location-related questions. The maximum length of the 

questions in this dataset is 55. This dataset is larger than the DAQUAR [20] dataset. It contains 123287 images, 78736 training 

questions, and 38948 testing questions. Figure 3 shows the sample image of the COCO-QA dataset. 
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Fig. 3. Sample Image from COCO-QA dataset [60] 

 

VQA v1 and v2 [14] is one of the largest datasets in the field of visual question answering. This dataset contains open-ended 

questions about images. It consists of around 265,016 images (COCO and abstract scenes), at least three questions per image, 10 

ground-truth answers per question, and 3 plausible answers per question. There are 82000 training images, 40000 validation images 

and about 81000 testing images. V2 dataset was introduced to remove biases in the dataset. Figure 4 shows a sample image of the 

VQA dataset. 

                                                      
 

Fig. 4. Sample Image from VQA dataset [62] 

 

Visual7W [22] dataset is generated using images from the MS-COCO dataset [21]. The Visual7W dataset is a part of   the Visual 

Genome project [30]. Visual Genome contains 1.7 million QA pairs of the 7W question types, which offers the largest visual QA 

collection to date for training models. The QA pairs in Visual7W are a subset of the 1.7 million QA pairs from Visual Genome [20]. 

The dataset contains 47300 images. Totally, it has 327,939 QA pairs, along with 1,311,756 human- generated multiple-choices and 

561,459 object groundings from 36,579 different categories [29]. This dataset contains questions of the form Who, What, Which, 

When, Why, How and Where. They also provide complete grounding annotations that link the object mentioned in the QA sentences 

to their bounding boxes in the images and therefore introduce a new QA type with image regions as the visually grounded answers 

[29]. Figure 5 shows a sample image from Visual7W dataset. 

  
Fig. 5. Sample image from Visual7W dataset [63] 

 

  Some other Visual Question Answering datasets were also published to accomplish specific tasks. FigureQA [31] dataset is 

specifically designed for research related to graphical plots and figures. These images consist of pie charts, line plots, dot- line plots, 

histograms, etc. The dataset is generated at a very large scale. Its training set contains 100, 000 images and 1.3 million questions. The 

validation and test sets each contain  20, 000 images with more than 250, 000 questions [31]. The questions present in the dataset are 

relational. Figure 6 shows a sample image from the FigureQA dataset. 
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Fig. 6. Sample image from FigureQA dataset [64] 

 

Similarly, many such VQA datasets published in recent times are dedicated towards specific research area such as DocVQA 

[32] for document-based images, RecipeQA [33] for cooking recipe-based images, Visual Question Answering for Cultural Heritage 

[34] and VQA-Med [35] for medical images. CLEVR [37] is a dataset to test the Visual understanding of the VQA system. The 

dataset consists of three types of object shapes (cube, sphere and cylinder) in both small and large sizes. This dataset is used to 

analyze a group of VQA models and identify their weaknesses. Most of the counting questions in the VQA dataset perform simple 

counting which mostly  requires object detection. So, recently in 2019 TallyQA [7] was introduced. In this dataset, the authors 

studied algorithms to answer complex counting questions that involved relationships between objects, identification of attributes, 

reasoning over those objects and more [7]. The authors believe this dataset   to be the world’s largest dataset for open-ended 

counting- based questions. It includes both simple and complex counting questions. It contains 287,907 questions, 165,000 images 

and 19,000 complex questions [36]. Figure 7 shows an example presented by the authors of the TallyQA dataset. 

 

 

Fig. 7. Image showing the comparison between simple and complex questions [65] 

 

In conventional VQA systems, the questions asked to the VQA systems were answered purely based on the content of the images. 

Recently there has been growing interest in the development of common-sense-based and external knowledge- based VQA systems. 

KVQA [3] is the first dataset for the task of World -Knowledge Enabled VQA systems. The questions in this dataset are based on 

various categories of nouns and also requires external knowledge to obtain an answer to the question [36]. KVQA [3] dataset 

consists of around 183K question-answer pairs. These pairs involve more than 18K named entities and 24K images [3]. Figure 8 

shows sample  images questions and captions present in the dataset. 

 

                                                                 
 

Fig. 8. Sample images and questions from KVQA dataset [66] 

 

Visual Question Answering system provides various evaluation metrics to evaluate the generated answers. For evaluation of VQA 

systems Simple accuracy can also be utilized. In a simple accuracy system, the answer is considered accurate if the generated answer 

matches exactly with the ground truth. Since the answer needs to match exactly with the proposed  ground truth, this cannot handle 

incomplete or less incorrect answers. For example, if the ground truth answer is bat and  the system responds with bats, then it would 

be treated in the same manner if the responded answer were ball. Due to this, some other evaluation metrics have also been introduced 

for VQA systems. Another Evaluation metrics that is utilized by DAQUAR [20] and COCO-QA [27] dataset is WUPS (Wu- Palmer 

similarity) [58]. WUPS evaluation metrics measures how much a predicted word differs from the ground truth word based on the 

differences in their semantic meaning. WUPS assigns a value between 0 to 1 based on the similarity between the predicted word and 

the ground truth word. In WUPS certain issues may arise such as some of the answers may be lexically similar but have a different 

meaning. For example, the name of the animals. WUPS works properly for single-word answers. 

VQA dataset [14] consists of Consensus Metrics to evaluate the Visual Question Answering system. In this evaluation metrics 

method, every question has 10 ground truth answers. Equation 1 shows the formula for calculating the accuracy of the answer 

generated using the Consensus metrics [38]. 
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     Accuracy = min (#humans that said that ans /3, 1) (1) 

 

For the answer to be consistent with the human answers, the machine-generated answers are averaged over all 10 choose 9 sets 

of human annotators [38]. Using this metric, if the algorithm agrees with the answer of three or more annotators then a full score is 

given to that question [26]. In DAQUAR [20] dataset consensus, an average of five human-annotated ground truths were collected. 

The consensus-based accuracy calculation was proposed in two ways, which they called average consensus and min consensus. In 

average consensus, the final score is given to the more popular answer provided by the annotators. In min consensus, the answer 

should agree with at least one of the annotator [39]. VQA-med [35] dataset creators have suggested BLEU (bilingual evaluation 

understudy) [57] metric to capture the similarity between a machine-generated answer and the ground truth answer. 

IV. CONCLUSION 

Visual question answering is a technique to generate natural language answers to the open-ended question about a given image. 

This paper presents a comprehensive review of the ongoing research and works done in the field of visual question answering. The 

number of works in this field is constantly increasing day by day due to the interesting features of this  research area. Most of the 

work  in this field has been done  on visual-based question answering. There are various new methodologies in this field such as 

attention-based VQA, knowledge and common-sense enabled VQA system as well as answering unanswerable questions and 

question relevance. This paper also provides a comprehensive survey of various datasets that are utilized so far in the realization of 

visual question answering. Various evaluation metrics have also been discussed. We believe that the ongoing and future work in this 

research area will benefit the VQA task. 
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